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Abstract

In this paper we argue that transfer learning will be an important ingredient of
general learning AI. We are especially interested in using data-rich domains to
learn skills widely applicable in other domains. As a case study we explore transfer
learning in reading comprehension. We train a neural-network-based model on
two context-question-answer datasets, the Children’s Book Test and its larger
extension, the BookTest, and we monitor transfer to a subset of bAbI tasks. Our
initial experiments show only limited transfer between these domains. However,
the transferred system is still significantly better than a random baseline.

1 Introduction

Machine intelligence has had some notable successes, however often in narrow domains which are
sometimes of little practical use to humans — for instance games like chess [2]] or Go [22]. If aimed
to build a general Al that would be able to efficiently assist humans in a wide range of settings, we
would want it to have a much larger set of skills — among them would be an ability to understand
human language, to perform common-sense reasoning and to be able to generalize its abilities to new
situations like humans do.

If we want to achieve this goal through Machine Learning, we need data to learn from. One way to
achieve wide applicability would be to provide training data for each specific task we would like the
machine to perform. However it is unrealistic to obtain a sufficient amount of training data for some
domains — it may for instance require expensive human annotation or all domains of application may
be difficult to predict in advance — while the amount of training data in other domains is practically
unlimited, (e.g. in language modelling or Cloze-style question answering).

The way to bridge this gap — and to achieve the aforementioned adaptability — is transfer learning [17]]
which would allow the system to acquire a set of skills on domains where data are abundant and then
use these skills to succeed on a previously unseen domain. Despite how crucial generalization is for
general Al, mainstream research keeps focusing on solving narrow tasks.

The main questions we are hence trying to address in this paper are

1. Whether we can realistically expect to be able to train models on natural-language tasks
where data are abundant and transfer the learnt skills to tasks where in-domain training data
are difficult to obtain. Specifically we would like to examine whether training on large-scale
natural language datasets provides the model with generally applicable reasoning abilities.

2. Whether and how this ability to generalize improves with growing amount of data for the
training task.

*These authors contributed equally to this work.



In this preliminary exploration we are certainly not aiming to answer these questions exhaustively;
we are rather trying to show some initial results and stimulate further discussion.

As a case study we focus on the domain of text comprehension — a domain that would undoubtedly
form an important sub-module of a general Al and that has lately attracted a lot of attention in the
NLP community [7, 9} [114 110} 13} 23} 16} 25 1226} 15} 144 113} 21]].

2 Case Study: Transfer Learning in Text Comprehension

To get more specific, let us now illustrate the ideas we’ve just outlined by small experimentation in
the domain of text comprehension. Concretely, let us explore what transferable skills the successful
[Attention Sum Reader (AS Reader)| [10] can learn from training on one of the recently popular
text-comprehension tasks — the Children’s Book Test (CBT) [9]] — and its much larger extension — the
BookTest (BT) [1] — thanks to which the model can give state-of-the-art performance on the CBT test
data [1]. To evaluate the acquired skills we use the bAbI tasks [28]] — artificial tasks each of which is
designed to test a specific kind of reasoning.

While we use the original CBT and BookTest training data, we slightly modify the bAbI tasks.

2.1 Cloze Style bAbI Dataset

Since CBT and BookTest train the model for Cloze-style question answering, we modify the original
bADI dataset by reformulating the questions into Cloze-style. For example we translate a question
"Where is John ?" to "John is in the XXXXX ."

Since our AS Reader architecture is designed to select a single word from the context document as
an answer (the task of CBT and BookTest), we selected 10 bAbI tasks that fulfill this requirement
out of the original 20. These tasks are: 1. single supporting fact, 2. two supporting facts, 3. three
supporting facts, 4. two argument relations, 5. three argument relations, 11. basic coreference, 12.
conjunction, 13. compound coreference, 14. time reasoning and 16. basic induction.

2.2 Experiments

Firstly we tested how our[AS Reader] architecture [10] can handle the tasks if trained directly on the
bADI training data for each task. Then we tested the degree of transfer from the CBT and BookTest
data to the selected bAbI tasks.

In the first experiment we trained a separate instance of the[AS Reader|on the 10,000-example version
of the bADI training data for each of the 10 tasks we selected. On 7 of them the architecture was
able to learn the task with accuracy at least 95% as is shown in Table |1} It should be noted that
there are several machine learning models that perform better than the in the 10k weakly
supervised setting, e.g. [24} 29] || however they often need significant fine-tuning. On the other hand
we trained plain[AS Reader|model without any modifications. Fine-tuning could further increase its
performance on individual tasks however it goes directly against the idea of generality that is at the
heart of this work. For comparison with state of the art we include results of DMN+ [29] in Table E]
which had the best average performance over the original 20 tasks.

Hence if given appropriate training the [AS Reader]is capable of the reasoning needed to solve most
of the selected bAbI tasks. Now when we know that the is powerful enough to learn the
target tasks we can turn to transfer from CBT and BookTest.

The last two columns of Table[I] summarize results of the transfer learning experiments. We see that
both models tranined on CBT and BT achieve much lower accuracy than the model trained directly
on bADI tasks. This is clearly indicated by mean accuracy over the selected bAbI tasks (shown in
the last row of Table . However, one positive result is that there is some transfer between the tasks
since the trained on either CBT or BT outperforms a random baselineE] on bAbI. Another
important observation is that, at least on two of the tasks, more training data help. The

There is also a handcrafted model based on prior human analysis of the tasks [12] that solves all the task
almost perfectly without any learning on training data.

3The random baseline selects randomly uniformly between all unique words contained in the context
document.



Model: | Random | DMN+ [AS Reader]
Train dataset not bAbl | bAbI || CBT  BookTest A
trained 10k 10k NE+CN 14M CBT — BT
Test dataset
CBT Common Nouns NA NA NA 68.8 83.7T +14.9
CBT Named Entities NA NA NA 71.9 78.41 +6.5
1 Single supporting fact 7.8 100.0 100.0 || 34.7 37.3 +2.6
2 Two supporting facts 4.4 99.7 91.9 29.7 25.8 -3.9
3 Three supporting facts 34 98.9 86.0 25.2 22.2 -3.0
4  Two-argument relations 10.5 100.0 100.0 || 29.7 50.3 +20.6
5 Three-argument relations | 4.4 99.5 99.8 58.6 67.6 +9.0
11  Basic coreference 6.2 100.0 100.0 || 31.4 33.0 +1.6
12 Conjunction 6.7 100.0 100.0 || 30.7 304 -0.3
13 Compound coreference 5.6 100.0 100.0 || 32.5 33.8 +1.3
14 Time reasoning 5.0 99.8 95.0 25.5 27.6 +2.1
16  Basic induction 7.5 54.7 50.3 0.0 0.0 0.0
bAbI mean (10 tasks) 6.2 95.3 923 29.2 325 +3.3

Table 1: Performance of the[AS Reader when trained on bAbI 10k, CBT and BT dataset and then
evaluated on CBT and bAbI data. The Dynamic Memory Network (DMN+) is the state-of-the-art
model in weakly supervised setting on the bAbI 10k dataset. Its results are taken from [29]]. The
last column shows the difference between models trained on the CBT and on the BookTest. Results
marked with ' are from [[I]].

trained on BT that is 60 times larger than CBT performs 3.3% better on average with the strongest
improvement on tasks 4 and 5 where the accuracy increases by 20.6 and 9.0 percent absolute. On the
other hand performance in two and three supporting facts decreases. This suggests that the BookTest
probably does not require this kind of reasoning.

3 Conclusion

Our results show that even though the trained on BookTest outperforms all published
models [9, 23] 16, 25| 26} 15 4]] trained on the CBT it fails to solve any of the bAbI tasks with better
than 65% accuracy. Therefore the transfer is still very limited. Although larger training dataset
improved the average performance on bAbI tasks it seems unlikely that we would solve any bAbl
task just by further scaling the BookTest training dataset. Training on more diverse collection of
datasets seems more promising than just scaling a dataset of single type.

We should also investigate how the transfer is affected by the fact that CBT and BookTest training
examples all contain exactly 20 sentences in each context while bAbI contexts have varying number
of sentences.

In future work it would be interesting to monitor transfer to other, more natural datasets like [20, 27,
7,118,119, 116, [15) 18] besides monitoring only transfer to synthetic bAbI tasks, though we still consider
the later a good diagnostic tool.

Our case study was performed in a purely supervised-learning setting. When we would like to
extend it to a reinforcement learning setting the tasks accompanying A Roadmap towards Machine
Intelligence [|14] might replace bAbI tasks used in our case study. However, it remains unclear where
to find an environment with real-world properties that would be analogous to BookTest for such
experiments.

We think this brief paper should prompt the community to go beyond considering the various tasks
being studied as entirely separate and to start thinking more about links between them, in particular
the transfer of skills, for we see this as prerequisite for building a versatile general Al
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A  Method

Here we give a more detailed description of the method we used to arrive to our results. We highlight
only facts particular to this experiment. A more detailed general description of training the AS Reader
is given in [10].

The results given for AS Reader trained on bAbI are each for a single model with 64 hidden units in
each direction of the GRU context encoder and embedding dimension 32 trained on the 10k training
data provided with that particular task.

The results for AS Reader trained on the CBT and the BookTest are for a greedy ensemble consisting
of 4 models whose predictions were simply averaged. The models and ensemble were all validated on
the validation set corresponding to the training dataset. The performance on the bAbI tasks oscillated
notably during training however the averaging does somewhat mitigate this to get more representative
numbers.
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